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Last edit in spring ’25. Condensed (with 

~2 slide deletions + a little more on RF) 
from 22m8a, Merging in 8b before DTs. 

Collectively similar to 2021’s M8a & M8b 

[which have a videos]. 



Supervised Mining:

Overview



SciKit learn: http://scikit-learn.org/stable/tutorial/machine_learning_map/

The World of “Classic” ML

http://scikit-learn.org/stable/tutorial/machine_learning_map/


Distinctions in 

Supervised Learning

• Regression vs Classification

– Regression: labels are quantitative

– Classification: labels are categorical

• Regularized vs Un-regularized
– Regularized: penalize model complexity to avoid over-fitting

– Un-regularized: no penalty on model complexity

• Parametric vs Non-parametric
– Parametric: an explicit parametric model is assumed

– Non-parametric: otherwise

• Ensemble vs Non-ensemble
– Ensemble: combines multiple models

– Non-ensemble: a single model



Structure of Genomic Features Matrix



Represent predictors in abstract 

high dimensional space



“Label” Certain Points



“Cluster” predictors 
(Unsupervised)



Use Clusters to predict Response 
(Unsupervised, guilt-by-association)
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Find a Division to Separate Tagged Points
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Extrapolate to Untagged Points
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Find a Division to Separate Tagged Points



Supervised Mining:

Assessment, Cross-

Validation & ROC Curves



Evaluating performance: What? How?

A. What do we want to evaluate?

GENERALIZATION

Therefore, it is mandatory to divide your dataset:

Alternatively, use Cross Validation:
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B. How do we evaluate performance?

1. Classification problems

2. Regression problems Sum 

of squares error

Root Mean Square error

Accuracy
TP+TN/(TP+FP+FN+TN)

Sensitivity (or TPR)
TP/P =TP/(TP+FN)

Specificity
TN/N = TN/(TN+FP)

Positive predictive value (PPV)
 TP/(TP+FP)

False positive rate (FPR)
FP/N = FP/(FP+TN)

False discovery rate (FDR)
FP/(FP+TP)

ROC analysis is good for  
comparing binary classifiers
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https://en.wikipedia.org/wiki/Sensitivity_and_specificity



Model dimensionality and overfitting

We are given the red dots.

We assume that they are noisy samples from a  

signal/(function) – the blue curve – which we do not  

have (we only have the red dots).

We want to predict new points, i.e. the y coordinates  

for other values of x (e.g. x > 1)

Our model needs to approximate the blue function.  

We decide to do it with polynomials.

Degree 1 polynomial Degree 2 polynomial Degree 3 polynomial Degree 10 polynomial

Which one is best? And why?
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How does the GENERALIZATION performance vary, as we  
increase the complexity of the polynomial?

• Occam's razor (William of Occam, ~1300): Accept the  
simplest explanation that fits the data.

We should prefer simpler models to more complex models, and  
this preference should be traded off against the extent to 
which the  model fits the data.

Related to “Bias-Variance” tradeoff. 
8
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• IMPORTANT: increasing the number of features  
may lead to a reduction in performance if the  
number of datapoints is not increased. Why?

This is related to the “Curse of Dimensionality” Bellman, 1961.
9
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ROC plots & Comparison of Predictions against a 
Positive & Negative Gold Standard

Threshold "predictions" (strength of positive 
score is represented by circle size) at different 
levels and compare to + and - gold standards 
(represented by white & gray squares). 50 
total instances, half + and half -. A concrete 
example would be doing cancer prediction 50 
individuals with known cancer status.

ROC plot
(cross validated)
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Effect on Predictions of Large 
Number of Negatives

(e.g. terrorist identification or breast 
cancer screening)
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Importance of Balanced 
Positive and Negative Examples
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Supervised Mining:

Decision Trees

(“Jumping to first method”)



Decision Trees

• Classify data by asking 
questions that divide 
data in subgroups

• Keep asking questions 
until subgroups 
become homogenous

• Use tree of questions 
to  make predictions

6 The random decision forest model

Fig. 2.1: D ecision t ree. (a) A t ree isa set of nodesand edgesorganized

in a hierarchical fashion. In cont rast to a graph, in a t ree there are no

loops. Internal nodes are denoted with circles and terminal nodes with

squares. (b) A decision t ree is a t ree where each split node stores a test

funct ion to be applied to the incoming data. Each leaf stores the final

answer (predictor). This figure shows an illust rat ive decision t ree used

to figure out whether a photo represents and indoor or outdoor scene.

A t ree is a collect ion of nodes and edges organized in a hierarchical

st ructure (fig. 2.1a). Nodes are divided into internal (or split ) nodes

and terminal (or leaf ) nodes. We denote internal nodes with circles

and terminal ones with squares. All nodes have exact ly one incoming

edge. Thus, in cont rast to graphs a tree does not contain loops. Also, in

this document we focus only on binary t rees where each internal node

has exact ly two outgoing edges.

A decision t ree is a t ree used for making decisions. For instance,

imagine we have a photograph and we need to const ruct an algorithm

for figuring out whether it represents an indoor scene or an outdoor

one. We can start by looking at the top part of the image. If it is blue

then that probably corresponds to a sky region. However, if also the

• Example: Is a picture taken inside or outside?

Criminisi, Shotton, and Konukoglu Microsoft Technical Report 2011



Rule 1 Rule 2

What makes a good rule?

•  Want resulting groups to be as homogenous 
as possible

2/3 Groups homogenous
→Good rule

All groups still 50/50
→ Unhelpful rule

Nando de Freitas 2012 University of British Columbia CPSC 340



Quantifying the value of rules

• Decrease in inhomogeneity 
(or increase in homogeneity)

– Most popular metric: Information theoretic 
entropy

– Use frequency of classifier characteristic within 
group as probability

– Minimize entropy to achieve homogenous group

mixture of real-valued and categorical features, as well as items with some missing features.

They are expressive enough to model many partitions of the data that are not as easily achieved

with classifiers that rely on a single decision boundary (such as logistic regression or support

vector machines). However, even data that can be perfectly divided into classes by a hyperplane

may require a large decision tree if only simple threshold tests are used. Decision trees naturally

support classification problems with more than two classes and can be modified to handle

regression problems. Finally, once constructed, they classify new items quickly.

Constructing decision trees

Decision trees are grown by adding question nodes incrementally, using labeled training

examples to guide the choice of questions1,2. Ideally, a single, simple question would perfectly

split the training examples into their classes. If no question exists that gives such a perfect

separation, we choose a question that separates the examples as cleanly as possible.

A good question will split a collection of items with heterogeneous class labels into subsets

with nearly homogeneous labels, stratifying the data so that there is little variance in each

stratum. Several measures have been designed to evaluate the degree of inhomogeneity, or

impurity, in a set of items. For decision trees, the two most common measures are entropy and

the Gini index. Suppose we are trying to classify items into m classes using a set of training

items E. Let pi (i = 1,…,m) be the fraction of the items of E that belong to class i. The entropy

of the probability distribution  gives a reasonable measure of the impurity of the set E.

The entropy, , is lowest when a single pi equals 1 and all others are 0, whereas

it is maximized when all the pi are equal. The Gini index2, another common measure of

impurity, is computed by . This is again zero when the set E contains items from

only one class.

Given a measure of impurity I, we choose a question that minimizes the weighted average of

the impurity of the resulting children nodes. That is, if a question with k possible answers

divides E into subsets E1…,Ek, we choose a question to minimize . In many

cases, we can choose the best question by enumerating all possibilities. If I is the entropy

function, then the difference between the entropy of the distribution of the classes in the parent

node and this weighted average of the children’s entropy is called the information gain. The

information gain, which is expressible via the Kullback-Leibler divergence 6, always has a

nonnegative value.

We continue to select questions recursively to split the training items into ever-smaller subsets,

resulting in a tree. A crucial aspect to applying decision trees is limiting the complexity of the

learned trees so that they do not overfit the training examples. One technique is to stop splitting

when no question increases the purity of the subsets more than a small amount. Alternatively,

we can choose to build out the tree completely until no leaf can be further subdivided. In this

case, to avoid overfitting the training data, we must prune the tree by deleting nodes. This can

be done by collapsing internal nodes into leaves if doing so reduces the classification error on

a held-out set of training examples1. Other approaches, relying on ideas such as minimum

description length1,6,7, remove nodes in an attempt to explicitly balance the complexity of the

tree with its fit to the training data. Cross-validation on left-out training examples should be

used to ensure that the trees generalize beyond the examples used to construct them.

Kingsford and Salzberg Page 2

Nat Biotechnol. Author manuscript; available in PMC 2009 June 24.
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Algorithm

• For each characteristic:
– Split into subgroups based on each possible value of 

characteristic

• Choose rule from characteristic that maximizes 
decrease in inhomogeneity

• For each subgroup:
– if (inhomogeneity < threshold):

• Stop

– else:
• Restart rule search (recursion)
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Analysis of the Suitability of 500 M. thermo. proteins 

to find optimal sequences purification

Retrospective 

Decision 

Trees

[Bertone et al. NAR (‘01)]
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Overfitting, Cross Validation, 

and Pruning



Random Forest (RF)

• Basic decision tree (DT) method is 
very sensitive to dataset selection 
& noise in the data

• RFs are ensemble of DTs; address this issue

– Build many DTs on bootstrapped training samples. 
(Reduces sensitivity to noise.)

– Each time a split in a tree is considered, a random 
sample of m predictors is chosen as split 
candidates from the full set of predictors. 
(Decorrelates “bagged” DTs.)

– Finally, we average or vote amongst the trees
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